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Abstract: The study focuses on building an informational Russian language 

chatbot, which aims to answer neurotypical and atypical people’s questions 

about the inclusion of people with autism spectrum disorder and Asperger 

syndrome, in particular. Assuming that lack of awareness about the inclusion 

process and characteristics of people with special needs might cause 

communication difficulties or even conflicts between pupils, university and 

college students, or co-workers, a chatbot, which is based on reliable sources, 

provides the information informally and allows asking uncomfortable 

questions, could perhaps reduce stress levels during the inclusion. The paper 

describes two conceptual models of the chatbot. The first one is based on 

traditional language modeling with GPT-2, and the second one is based on 

BERT applied to question answering. The training data is collected from the 

informational websites about ASD, and its usage is agreed with the 

administration. For training BERT for question answering, the dataset structure 

was transformed according to the Stanford Question Answering Dataset 

(SQuAD). F1-score and perplexity metrics were used to evaluate the systems. 

The study shows the effectiveness of building conceptual models in tracking 

weaknesses and making significant adjustments at the design stage. 
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1 Introduction 

In Russia, the inclusion of people with special needs is gradually developing, 

and tools aimed at making the process of inclusive studying or inclusive work 

more comfortable for both neurotypical and atypical people might become 

more relevant for the Russian-speaking community. One of the possible 

inclusion challenges might be a lack of awareness among pupils, students, or 

co-workers of inclusive organizations about their schoolmates, fellow students, 

or colleagues with special needs. The lack of awareness might cause 

communication difficulties, conflicts, and be the reason for bullying. A chatbot 

built on a dataset based on the information from reliable sources that answers a 

wide range of questions in an informal way, customizes according to the user's 
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age, and allows asking uncomfortable questions, could perhaps reduce stress 

levels during the inclusion. 

The paper describes the process of building two conceptual models of an 

informational Russian language chatbot, which aims to answer various 

questions about the inclusion of people with Asperger syndrome. I have chosen 

this specification because I am the creator and leader of a non-commercial 

inclusive Natural Language Processing Discussion Club for students and 

support the inclusion of people with Asperger syndrome. The information 

about the Club is available at the following web address: 

https://vifirsanova.wixsite.com/nlp-discussion-club. 

The first conceptual chatbot model is based on BERT (Devlin et al., 2019) 

applied to question answering, and the second one is based on traditional 

language modeling with GPT-2 (Radford et al., 2019). The final model of the 

informational chabot should not misrepresent or alter the information while 

generating unique answers in different styles according to the user's age. Thus, 

the goal of the study is to build two conceptual models based on multilingual 

BERT and GPT-2 to discover the capabilities of both models, evaluate and 

analyse their strengths and weaknesses, choose the best or decide to combine 

them and make dataset adjustments at the design stage. 

Transfer learning techniques that allow extending the capabilities of a pre-

trained model, for example, by fine-tuning it on custom datasets and 

downstream tasks, show strong performance on a wide range of NLP tasks 

(Pan et al., 2010, Ruder et al., 2019, Houlsby et al., 2019). According to the 

working principles of two selected transformer networks, I made a hypothesis. 

Firstly, the question answering system based on BERT (Devlin et al., 2019) 

might give accurate and informative answers, although it might not be able to 

interact with a user. Secondly, the language model based on GPT-2 (Radford et 

al., 2019) trained to take questions as input to generate answers might be 

entertaining and customizable according to the user's age. However, it might 

misrepresent the data and generate fake facts. The development of a conceptual 

model should help to define whether it will be better to choose one of two 

models or combine them to get the best of two worlds. 

2 Related work 

Conversational AI is a field that targets issues of human-AI interaction. To solve 

Conversational AI tasks, like building question answering systems and 

developing virtual assistants and chatbots, various natural language processing 

and machine learning approaches and their combinations can be applied. The 

challenges of conversational AI systems are usually task-dependent. 

Nevertheless, it should be strived to develop systems that generate coherent, 

topically relevant responses without word or content repetitions. These issues 

are significant and still require further investigation (Gao et al., 2019). 

Models based on GPT-2 find its implementation in solving tasks of the 

conversational AI field. For example, DialoGPT (Zhang et al., 2020) is a 

dialogue generative pre-trained transformer based on GPT-2 (Radford et al., 

2019). The model can be fine-tuned. It is designed for neural conversational 

systems research and development. The model was trained on Reddit 

commentaries, the structure of which is close to dialogue lines. Such type of 

data extracted from social media is considered to be quite efficient because it 
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represents the language of the real world. The development of the model 

opened the discussion of the further usage of reinforcement learning for further 

improvement and control of the generated responses. 

BERT (Devlin et al., 2019) is widely used to create models for language 

understanding fine-tuned and customized for specific languages. One of the 

examples is the Italian language understanding model AlBERTo (Polignano et 

al., 2019), which is focused on the processing of language of social media and 

can be efficient, for example, in sentiment analysis. Another example is 

CamemBERT (Martin et al., 2019), a language model based on RoBERTa (Liu et 

al., 2019) fine-tuned for French. The performance of CamemBERT shows the 

importance of the use of web crawled data and proves that a relatively small 

dataset can lead to results as high as obtained with large corpora. The 

motivation for the development of such monolingual models is that many State-

of-the-art (SOTA) models are trained for English data. As a result, the practical 

use of such models in languages except English is limited. This makes the 

development of monolingual Transformer-based NLP models for other 

languages, except English, highly relevant. 

Creating captivating personalized chatbots is another issue that implies unique 

approaches. Although the goal of this study is to create an informational 

chatbot, not an entertaining one, the age customization requires some variations 

of personalization too. One of the possible solutions is to collect a dataset 

properly. For example, the dataset can be based on social media data, or even 

TV shows transcripts (Li et al., 2016). Another way is to collect conversational 

lines manually and paraphrase them additionally (Zhang et al., 2018). 

It is also possible to create a psychologically safe personalized chatbot using 

conversational strategies. For example, Replika chatbot uses compliment 

strategies to provide users emotional support (Ta et al., 2020). According to 

some research, Replika generates compliments as initiative and reactive acts. 

Initiative acts allow the establishment of a dialogic assertion, and reactive acts 

allow it to satisfy; compliments can also be used as a form of greeting, response, 

or mean of user-machine relationship maintenance (Hakim et al., 2019). The 

study of Replika's user experience showed that AI dialogue agents have the 

potential to provide both emotional and informational support, which might 

become especially helpful for users in situations when traditional sources are 

unavailable (Ta et al., 2020). 

3 Dataset 

At the current stage, the dataset is being collected from informational websites 

about autism spectrum disorder in Russian. The dataset version 1.0 is already 

available online as an open-source: https://doi.org/10.6084/m9.figshare.13295831 

(Firsanova 2020). The dataset used for building the conceptual chatbot model is 

extracted from the website of a project that supports people with Asperger 

syndrome and ASD https://www.aspergers.ru/. The usage of the information is 

agreed with the website administration. The data from the website was 

extracted with an HTML parser built with Beautiful Soup 4 library (Richardson 

2020). Raw data from the website include texts of publications, which can be 

grouped into four thematic clusters shown in Figure 1. 
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Figure 1. Dataset thematic clusters 

Raw texts were cut into paragraphs no longer than 512 symbols to compile the 

dataset. Hypothetically, the chosen size should be enough to pose several 

questions on a text passage without causing difficulties during the training of a 

small conceptual model. Each paragraph was truncated until the last full stop, 

and a truncated sentence was replaced with the subsequent passage to avoid 

the loss of information. Then, a set of questions was posed on each dataset 

paragraph. The answer to each question was a segment of text from a 

corresponding passage. The compiled dataset consists of sets of question-

answer pairs and text passages. This dataset structure is inspired by the 

Stanford Question Answering Dataset (SQuAD) for reading comprehension 

(Rajpurkar et al., 2016). 

The dataset for the conceptual model has several features. Firstly, it includes 

paraphrased questions with identical answers. Another feature I find practical 

is unanswerable questions described in the original SQuAD 2.0 paper 

(Rajpurkar et al., 2018). Nevertheless, unanswerable questions of SQuAD 2.0 

should be relevant to the paragraph and contain plausible answers to provide 

efficiency in reading comprehension, which gives no guarantees that a chatbot 

based on such a system would handle irrelevant user’s questions. 

Consequently, I have decided to add some unanswerable irrelevant questions 

to the dataset so that a model could recognize inputs, which it should ignore. 

The reason for that is that the informational chatbot should give a user relevant 

information, and it should not entertain him or her like a toy. 

After the transformations, the volume of the dataset for the conceptual model is 

500 question-answer pairs, in total 10 711 words. 10% of all the questions are 

unanswerable. For BERT (Devlin et al., 2019) training for question answering, 

the dataset was provided with tags of answer start and end tokens positions in 

a corresponding text passage and with Boolean tags that indicate if a question is 

unanswerable. To train GPT-2 (Radford et al., 2019) to implement a language 

modeling approach to question answering, for each unanswerable question in 
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the dataset, a sample answer “I cannot answer this question” was appended. 

Figure 2 presents the dataset samples for both models. 

 

Figure 2. The dataset samples 

4 Method 

4.1 Chatbot Architecture 

Figure 3 presents two chatbot architectures. The model based on BERT, 

Bidirectional Encoder Representations from Transformers (Devlin et al., 2019), 

takes a user’s question as input and then extracts a corresponding text passage 

with the highest probability (a context from the database, which contains a 

possible answer) with beam search. Beam or greedy search can be used for the 

next word prediction in chatbots (Li et al., 2016), although I have decided to 

apply the algorithm to another task. To reach the goal, I have decided to 

transfer the ability to extract the data from comparable corpora for machine 

translation with beam or greedy search (Tillmann, 2009) to a new task, the 

extraction of a text passage corresponding to a given question. The solution is to 

implement the beam search extraction based on a corpus, where each question 

from the database is aligned with the corresponding paragraph. Then, the 

question answering system fine-tuned on the dataset described in section 2 

takes a user’s question and an extracted text passage (context) as input. The 

question answering system generates an answer, which is a target output. 

Hypothetically, such a system should give accurate, informative answers citing 

the corresponding segments of the source from the database, although it would 

not be flexible enough for the age customization. 
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The model based on GPT-2, Generative Pre-trained Transformer (Radford et al., 

2019), uses traditional language modeling with attention (Vaswani et al., 2017) 

to take a question of a user as input and predict an answer. A simple 

convolutional neural network for multi-label sentence classification (Kim, 2014) 

will be used to implement the age customization. The CNN classifier should 

recognize the age group of a user by analyzing the text of his or her question. 

Then, according to the recognized age group, a fine-tuned GPT-2 modification 

will be chosen. The model will take the question as a prefix to generate an 

answer. As the GPT-2 modification would be fine-tuned according to the 

recognized age group, the generated answer will be customized according to 

the user’s age. The hypothesis is the following. On the one hand, such a system 

might be interactive and entertaining due to the customization. On the other 

hand, the model might generate fake facts, misrepresent or alter the original 

data, and generate new words due to byte pair encoding (Gage, 1994). 

 

Figure 3. The conceptual chatbot architecture 
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4.2 Learning Configuration 

The training has been performed in Google Colaboratory (Google Colab, 2020) 

using Tesla P4 GPU (Google Cloud, 2020). During the experiments the 

following models were used: “BERT Base Multilingual Cased” (Google 

Research, 2019), GPT-2 774 million parameter model (OpenAI, 2019). The 

implementation is based on the open-source HuggingFace Transformer 

repository (HuggingFace, 2019). All the experiments were implemented in 

PyTorch (PyTorch, 2020). 

The BERT model applied for question answering was trained using the 

following configuration. The dropout ratio for the attention probabilities and all 

fully connected layers in the embeddings, encoder, and pooler is 0.1, the 

activation function is GELU, the size of the encoder layer is 768, the size of the 

feed-forward layer is 3 072, the maximum number of tokens in an input 

sequence is 512, the number of attention heads is 12, the number of hidden 

layers is 12, and the vocabulary size is 30 522. 

The GPT-2 model was trained using the following configuration. The activation 

function is GELU, the number of embeddings is 1 280, the maximum number of 

tokens in an input sequence is 1 024, the number of attention heads is 20, the 

number of hidden layers is 36, and the vocabulary size is 50 257. For the output 

generation, the temperature (the value that controls output randomness) is 0.7, 

and the top K (the value that controls the output diversity) is 40. 

5 Evaluation and results 

To evaluate the performance of a span-based question answering system, F1-

Score metrics, the harmonic mean of the precision and recall, can be used 

(Celikyilmaz et al., 2020). The precision was calculated as the number of tokens 

common to the correct answer and the prediction (true positives) divided by the 

number of tokens presented in the prediction but absent in the correct answer 

(false positives). The recall was calculated as the number of tokens common to 

the correct answer and the prediction (true positives) divided by the number of 

tokens presented in the correct answer but absent in the prediction (false 

negatives). For GPT-2, the perplexity is also calculated to evaluate the language 

model performance by assessing the quality of a sample prediction (Brown et 

al., 1992). Table 1 presents the evaluation results. 

 GPT-2  

 F1-Score Perplexity 

Original Dataset 0,43 24,86 

Modified Dataset 0,67 24,79 

 BERT  

 F1-Score  

Original Dataset 0,35  

Modified Dataset 0,56  

Table 1. Results obtained on the test set 

Building and evaluating the conceptual chatbot model made it possible to 

discover the capabilities of both chosen architectures, track the dataset 

disadvantages, and make adjustments at the design stage. The initial BERT 

based model F1-Score is 0.35, and the initial GPT-2 based model F1-Score is 
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0.43. Although the initial F1-Score is considerably low, the perplexity of the 

GPT-2 based model is 24.86, which looks promising. 

During the analysis of the model performance on the validation data, several 

issues were identified. In some cases, BERT based model generated correct but 

perceptually complicated answers. The problem might be caused by syntactical 

stylistic features, like parcellations, in a context from the database. It was 

decided to review the dataset and correct it so that each answer in the training 

dataset complies with the standard syntactic rules of Russian to solve the issue. 

One of the challenges of Russian is that it is syntactically flexible, which allows 

using a wide range of constructions to express thoughts but also complicates 

solving NLP tasks. 

GPT-2 based model could recognize a question topic. For example, it could link 

the word “help” in the prefix with something connected with problems of 

people with ASD and generate collocations, like “high sensitivity” or 

“difficulties with social interaction”. Unfortunately, the efficiency of such 

recognition is in doubt, as the model is not capable of generating explicit 

answers. Then, sets of paraphrased questions with identical answers were 

appended to the dataset to solve the issue. 

After the transformations, the BERT based model F1-Score is 0.56, and the GPT-

2 based model F1-Score is 0.67. Examples (1) and (2) present sample answers of 

the BERT and GPT-2 based models before the transformations, respectively. 

Examples (3) and (4) present sample answers of the BERT and GPT-2 based 

models after the transformations, respectively. Questions, answers, and 

contexts are presented in transliterated Russian, and the English translations of 

the texts are presented in brackets. In example (1) the answer is correct, 

however, the preposition is omitted, and example (2) shows a grammatically 

correct output, however, it does not contain the explicit answer to the question. 

Examples (3) and (4) show the outputs for the same questions. The performance 

of both models became significantly better, and the issues described earlier 

were solved. 

(1) Question: Travyat li detej-autistov? (Are autistic children being bullied?) 

Answer: detej s rasstrojstvom autisticheskogo spektra (RAS) vysok risk 

podvergnut'sya travle, osobenno v obychnyh shkolah (*children with autism 

spectrum disorder (ASD) are at high risk of bullying, especially in mainstream 

schools) 

Context: Travlya — eto vsegda nenormal'no! U detej s rasstrojstvom 

autisticheskogo spektra (RAS) vysok risk podvergnut'sya travle, osobenno v 

obychnyh shkolah… (Bullying is always abnormal! Children with autism 

spectrum disorder (ASD) are at high risk of bullying, especially in mainstream 

schools…) 

(2) Question: Kak obshchat'sya s aspi? (How to communicate with aspies?) 

Answer: Sushchestvuet ogromnoe kolichestvo zabluzhdenij, vazhnyh faktov, o 

kotoryh lyudi dazhe ne podozrevayut, i neskol'ko universal'nyh istin, kotorye 

vsegda ignoriruyutsya. (There are a lot of misconceptions, important facts that 

people are not even aware of, and several universal truths that everyone always 

ignores.) 

(3) Question: Travyat li detej-autistov? (Are autistic children being bullied?) 

Answer: Deti s rasstrojstvami autisticheskogo spektra (RAS) podvergayutsya 
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izdevatel'stvam chashche, chem tipichno razvivayushchiesya deti. (Children 

with autism spectrum disorder (ASD) are bullied more often than neurotypical 

children.) 

Context: Travlya — eto vsegda nenormal'no! Deti s rasstrojstvami 

autisticheskogo spektra (RAS) podvergayutsya izdevatel'stvam chashche, chem 

tipichno razvivayushchiesya deti. (Bullying is always abnormal! Children with 

autism spectrum disorder (ASD) are bullied more often than neurotypical 

children.) 

(4) Question: Kak obshchat'sya s aspi? (How to communicate with aspies?) 

Answer: Eto mozhet stat' trudnoj zadachej, no eto vpolne vozmozhno. (It can be 

a difficult task, but it is quite possible.) 

6 Discussion 

During the study discussion, two major discussion points were distinguished. 

The first point is the age customization, and the second one is the human-

centric chatbot evaluation. The chatbot’s target audience is schoolchildren, 

college and university students, young adults who work in inclusive 

organizations, and parents whose children attend inclusive classes. The chatbot 

should be suitable for both neurotypical and atypical people. This means that 

psycholinguistic research is as essential as AI research to build the system 

psychologically secure, reliable, and practically useful. 

Language is one of the ways of information representation. It is flexible enough 

to describe an unlimited number of objects and phenomena using the rules of 

the combination and recombination of signs and codes, for example, grammar 

rules. Language allows describing even those phenomena that are beyond 

direct perception. With age, the processes of human perception and 

representation transform. For example, the role of visual images in children and 

adults differs. Children's imagery is rather specific than general, more vivid, 

and detailed (Slobin, 1979). Such aspects should be taken into account while 

building a system that supports age customization. Such a system should select 

utterances and expressions suitable for a user of a specific age group accurately 

to ensure a comfortable and psychologically secure interaction. 

Furthermore, it is essential to take into consideration that people with autism 

and Asperger syndrome might have language features not intrinsic to people of 

the same age (Thomas & Fraser, 1994). For example, according to some 

research, autistic children might break rules of grammar and pragmatics, and 

even high-functioning people with ASD might break generally accepted rules of 

politeness because of the low sensitivity of situational cues (Simmons & Baltaxe, 

1975). Ideally, the psychologically secure interaction with a chatbot also implies 

the respect of the politeness principle (Leech, 1983) and the maxims of tact, 

generosity, application, and modesty (Grice, 1975), which will require further 

research in the long run. 

The human-centric evaluation of the chatbot is another significant point 

(Celikyilmaz et al., 2020). Such a form implies the organization of focus groups 

that represent different age groups of neurotypical and atypical people. 

Participants of the evaluation experiment will get a task to ask the chatbot some 

questions and then will take part in an assessment survey. The weaknesses of 



eSignals Research 10 of 13 

 

 

the system will be identified according to the survey results, and then the 

system will be complemented. 

7 Conclusion 

In this work, the conceptual model of an informational chatbot, which answers 

basic questions about the inclusion of people with autism spectrum disorder 

and Asperger syndrome, in particular, is described. The model was trained 

using the official BERT (Devlin et al., 2019) and GPT-2 (Radford et al., 2019) 

source code, HuggingFace Transformer repository (HuggingFace, 2019), and 

PyTorch (PyTorch, 2020) on a Tesla P4 GPU performed over Google Colab 

(Google Colab, 2020). Two pre-trained models were fine-tuned on the dataset 

based on publications from the informational website 

https://www.aspergers.ru/. The BERT based model was fine-tuned for question 

answering. The dataset structure was transformed according to the Stanford 

Question Answering Dataset (Rajpurkar et al., 2016). The GPT-2 (Radford et al., 

2019) based language model was trained to take questions as input to generate 

appropriate answers. After the analysis of the performance of both models, 

several issues were found and fixed. As a result, the F1-Score of both models 

increased by more than 20%. This proves that building small conceptual models 

allows making significant adjustments at the design stage, which might prevent 

future problems during the development of larger models with bigger volumes 

of data. 

The results of the study will form the basis of the future chatbot, which will 

give answers to basic questions on autism spectrum disorder, Asperger 

syndrome, and the inclusion process, and provide emotional support. After the 

analysis of the performance of two conceptual models (BERT based and GPT-2 

based), the capabilities of both were discovered. It was found that the 

bidirectional encoder used in BERT allows retrieving precise, accurate answers. 

However, to reach high performance, large volumes of training data are 

needed, and to transform a question answering system into a robust chatbot, 

additional algorithms, like beam search, are needed. In turn, the left-to-right 

decoder used in GPT-2 allows generating interactive detailed responses. GPT-2 

based models do not require large volumes of data and can be customized 

according to the user's age just by fine-tuning and using simple classifiers. 

However, the specifics of the training dataset, which contains myths about 

autism and Asperger syndrome that the chatbot should dispel, might cause bias 

and, as a result, the chatbot might generate fake facts. Thus, it was found 

relevant to try combining them or fine-tune a model like BART (Lewis et al., 

2019), which uses a sequence-to-sequence architecture with a bidirectional 

encoder and a left-to-right decoder, in the same task and dataset, in perspective. 

It is also planned to expand the dataset, provide it with more paraphrased 

questions, and create an additional corpus that includes age group labeling to 

develop the age customization. 

The mission of the project is to support the inclusion of people with ASD, and 

Asperger syndrome in particular. This and further results of the study should 

not be used for commercial purposes. This is a charitable project that I hope will 

find a practical application and serve as a step towards equal work, education, 

and open science for all the people who are passionate about their field of 

activity, regardless of their special needs or social status. All people are 

different, all people are equal. 
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